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year month Qin cBOD5in | CODin TSSin Qout | cBOD5out | CODout | TSSout

2014 1 51539 414 628 375 53858 10 50 12
2 44704 517 474 461 47123 10 50 12
3 51613 473 671 443 54032 8 51 14
4 45827 493 802 444 47180 10 55 14
5 53887 466 722 441 55181 12 53 16
6 52163 472 747 447 52400 11 58 18
7 50100 367 670 373 48842 13 56 18
8 46713 382 711 406 45927 16 62 22
9 52360 355 699 432 50900 16 75 16
10 59623 301 582 358 58677 6 53 12
11 43240 340 569 341 41841 8 53 13
12 56000 370 626 379 53458 10 52

2015 1 57419 377 346 55694 9 11
2 40264 398 574 389 37918 9 49 12
3 32735 394 615 371 29832 9 57 15
4 38883 448 362 35850 10 17
5 38158 459 752 402 34548 12 59 16
6 42563 435 712 421 39073 12 55 13
7 44013 423 735 420 41710 14 59 14
8 41865 385 653 393 38187 11 53 11
9 46783 384 631 384 43400 11 52 11
10 39103 376 696 447 36377 12 59 19
11 37470 395 640 412 34527 13 66 22
12 50371 343 549 327 46339 13 52 11

2016 1 42961 315 487 300 39435 14 52 12
2 50017 321 556 282 46172 12 55 10
3 47535 325 573 306 44032 10 52 10
4 35813 384 572 345 31267 9 53 8
5 41432 389 622 353 38097 11 54 12
6 47903 400 626 429 43533 16 56 15
7 42877 386 654 414 39903 14 56 11
8 42629 368 635 373 40806 17 56 13
9 55240 364 698 417 52490 11 64 17
10 51819 362 663 452 48413 14 60 16
11 30700 381 617 470 29217 12 61 12
12 39697 327 538 321 38945 13 53 9

2017 1 46674 349 528 313 43926 12 51 10
2 45625 434 655 381 44036 13 55 11
3 49323 424 695 369 46571 15 56 11
4
5 53103 478 682 434 51013 15 59 12
6 58193 409 610 366 56300 11 59 12
7 49037 427 596 356 47397 12 57 11
8 47729 425 674 386 46313 11 11
9 56482 386 630 373 54617 10 58 12
10 58523 408 606 403 56726 9 55 11
11 58921 405 588 410 56950 10 56 12
12 59231 393 612 389 57381 10 54 11

2018 1 57000 430 600 369 55345 10 58 10
2 54095 374 519 294 52143 10 56 11




3 56619 434 595 362 54677 11 57 11
4 58840 452 634 387 56370 11 57 12
5 63849 426 642 365 60545 10 57 11
6 61740 425 681 383 58313 12 58 11
7 51413 445 694 414 48439 13 58 10
8 52126 465 652 465 49371 13 57 12
9 53270 407 601 427 50150 12 54 11
10 57934 379 629 393 54387 11 59 13
11 56315 340 589 422 53100 10 57 12
12 53769 414 623 413 50506 10 55 11
2019 1 54108 363 594 311 51090 11 55 13
2 45309 387 599 316 42768 13 56 15
3
4 49888 447 548 354 46767 28 67 23
5 47089 424 591 346 44226 13 63 15
6 49628 402 573 340 46133 11 56 11
7
8
9 51595 404 666 384 48857 19 67 19
10 47121 435 678 409 44010 16 64 15
11 41297 416 669 363 39083 15 63 14
12 43090 387 558 366 40484 13 61 13
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